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Motivations

Progressive induction for Tagging

example of building ontologies from texts

example of (sortal) coreference resolution
Motivations
our goal: Recognize linguistic instances of a set of concepts in texts relative to their field
several steps:

retrieval, cleaning and standardization, lexicon , ‘grammatical’ tagging, some functional tagging, ‘collocative’ and functional terminology, creation of a corpus-specific ontology, coreference resolution, terminology again, concept tagging ( = defining the interesting concepts, initiating the sets of their linguistic instances, learning corpus-specific definitions in extension)
AN EXAMPLE : corpus-specific ontology for molecular biology (TREC corpus)
A small part of the ontology we obtained from the TREC corpus (~ 260 Mega of usable text)
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Usually: Does not perform properly because recognition rules based on words are too specific ( needs a proper tagging AND functional tagging very important: 
e.g. we defined the tag NNP: noun of a chemical product relevant to molecular biology.
Progressive induction for Tagging

- Start with a general tagger, we get Corp0
and correct iteratively this tagging to adapt it to a specialized corpus.

- Spot an important tagging problem you want solve, e.g. the tagging mistakes due to a confusion of NNS and VBZ. The expert writes some rules with our language CorTag so as to decrease the amount of errors relative to this confusion. We get ExpRulCorp0.
The differences between Corp0 and ExpRulCorp0 enable us to learn rules that generate IndRulCorp0. 

The differences between ExpRulCorp0 and IndRulCorp0 are analyzed by the expert
 


( by hand correction of tricky problems. We get a fourth version: SureCorp0
A Tagging Language: CorTag .
We start with a lexicon and tagged texts (both certainly with mistakes)

( CorTag deals with relational tagging problems.
CorTag generates programs from self-explanatory rules 

If a conjugated verb is followed by verb (present tense 3rd person singular) then retag it noun plural


if [context] (0, ,VBP) (+1, ,VBZ) then (+1, ,NNS_exVBZ)
optional words
(-1,,DT) (0,,NN)

can be rewritten
 (?,,DT) (*1,,or(JJ,RB)) (*1,,JJ) (*1,,CC) (*1,,JJ) (0,,NN).

Tagging by Progressive Induction.
An Example: 
confusion between the tags NNS (Noun, plural) and VBZ (Verb, 3rd person singular present). 
We learn rules based on the difference between ExpRulCorp0 and IndRulCorp0 : 50 rules were generated. 
Among them : the rule ‘a VBZ is often followed by a DT’
( “IF the word under study is already tagged by NNS  AND it is followed by a determinant (DT) THEN tag it VBZ” 
This rule applies correctly 630 times and incorrectly 20 times. We display the 630 sentences where a VBZ is followed by a DT and realize that these 630 tags are correct. This rule must thus contain some linguistic truth. We then display the 20 sentences where a NNS is followed by a DT. We observe four cases. 

Case 1: the DT is ‘both’ or ‘each’. Therefore, the rule was a bit over general and should read “… followed by a DT, except ‘each’ or ‘both’”. 
Note: These classes of different DT may be (and actually were) useful in order to solve other kinds of overgeneralizations.
Case 2: a comma that should appear after the NNS, but it has been omitted. We make a list of the nouns plural after which the authors tend to forget the comma, and add this list in the exceptions to the above rule.

Case 3: the ‘DT’ is in fact an ‘A’ (as in “proteins A and B”) and the ‘A’ was incorrectly tagged as a DT. ( new rule to correct this wrong tagging.
Case 4: the word of interest was incorrectly tagged as an NNS by the expert rules, and should be a VBZ. as expected ( modify expert rule.
This very simple example illustrates the power of combining human and machine inductive abilities
building ontologies from texts
1. FIND THE INSTANCES

step 1 - decide of a few ‘canonical’ ways of expressing biological properties.
 Example:  the name of a protein is often given in between a determinant and the words ‘protein’ or ‘proteins’, possible with a CC included as in “the p37 and p40 proteins”.

IF (-1,,DT) (0,,NNP) (*1,,CC) (*$x,,NNP) (?1,or(protein,proteins),) THEN saveContext …

Note: classical biological repositories NOT identical how they actually occur in the literature. 
step 2 - Reverse: when lists are formed, find the syntaxic context in which they occur.
step 3 - Iterate
2. FIND THE STRUCTURE OF THE ONTOLGY (EXAMPLE)

building a complete ontology of biology seems to be “a biologist’s dream”

our goal: Using same approach as above provide the expert with a incomplete structure that can be modified. 
Example: “necdin is a unique growth suppressor that blocks cell_cycle reentry and promotes survival of postmitotic neurons”.
example of (sortal) coreference resolution
Genomics : very few classical pronominal anaphora, but many sortal anaphora

“these genes”, “both proteins”, “the promoter”
Example: : “...chronic myelogenous leukemia is a myeloproliferative disorder that, over time, progresses to acute leukemia. Both processes...” 
(
“...chronic_myelogenous_leukemia/NNP is/VBZ a/DT myeloproliferative/JJ disorder/NN that/WDT ,/, over_time/IN ,/, progresses/VBZ to/TO acute_leukemia/NNP. Both/DT(_CD) processes/NNS(_COREF) ...”
Is leukemia a disorder ? ok.

Is disorder is a process? 

As of version 2.0 of WordNet, a disorder does not appear as being a process. 

Field expert : which disorders a looked upon as processes in Molecular Biology and which are not?

Conclusion
Efficient knowledge extraction from technical texts is still a bit ahead of us

Interactive reasoning is one of the necessary steps to solve this problem
