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The main chdlenge addressed by this research is the knowledge acquistion bottleneck defined
as the difficulty of creging and mantaining a knowledge base that represents a mode of the
expertise domain that exists in the mind of a domain expert (Buchanan and Wilkins, 1993). The
mixed-initiative gpproach we are invedtigating, cdled Disciple (Tecuci, Boicu et d. 1999), relies
on developing a very cgpable agent that can collaborate with the domain expert to develop its
knowledge base. In this gpproach both the agent and the expert are accorded responsihbility for
those dements of knowledge engineering for which they have the most gptitude, and together
they form a complete team for knowledge base development. The domain modding and problem
solving approach is based on task reduction, the knowledge base to be developed consisting of an
ontology that defines the terms from the application domain, and a set of task reduction rules
expressed with these terms. The ontology is based on the OKBC knowledge mode (Chaudhri et
a. 1998) which facilitates the import of ontologicd knowledge from the OKBC compliant
knowledge repositories, such as Ontolingua (Farquhar et a. 1996; Boicu et a. 1999). Each task
reduction rule is learned by the agent through a mixed-initistive multisrategy learning method,
dating from a specific example E; provided by the expert. Such a rule is a complex IF-THEN
sructure that specifies a plausble space for the conditions under which the task from the IF part
can be reduced to the tasks from the THEN part. This space is represented by a plausible upper
bound condition which, as an gpproximetion, is more generd than the exact (but not yet known)
condition En, and a plaugble lower bound condition which, as an goproximation, is less generd
than E,. The rule may dso include severd except-when conditions (that should not hold in order
for the rule to be applicable), "except-for" conditions (that specify negative exceptions of the
rue) and "for" conditions (that <specify podtive exceptions). The rule dso includes
generdizations of natural language phrases used by the expert to describe the example E;.

The man focus of our research is the devdopment of a poweful and flexible mixed-
initictive plausble reasoner that dlows the expert to train the agent in a variety of ways, and in
as natura a manner as possible, smilar to the way the expert would train a human apprentice.
This reasoner exploits the structure of the ontology and of the plausible task reduction rules to
integrate the domain modeling, learning and problem solving processes involved in developing
the KB of the agent. The god is to develop a knowledge base that will dlow the agent to exhibit
the same problem solving competence as the doman expert. We cdl the set of al correct
solutions generated with this "find" knowledge base the Target Solution Space (see Fig.l).
However, the current knowledge base of the agent is incomplete and may be partidly incorrect.
Therefore, part of the Target Solution Space is not even included in the Current Representation
Space of the agent which will have to be extended by introducing new termsin the ontology.

The plausble reasoner dlows the agent to didinguish between four types of increasingly
complex problem solving dStudions routing, innovative, inventive and cregtive. This cgpability
guides the interaction with the doman expert, leading to a cooperaive problem solving process
where the agent solves the more routine parts of the problem and the expert solves the more
cregtive ones. In this process the agent will learn from the expert improving its knowledge base.

The routine solutions are those that satisfy the plausble lower bound conditions of the task
reduction rules, and are very likely to be correct. The innovative solutions are those that satisfy
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From inventive solutions the agent will lean
new plaushble task reduction rules. Finally, the
creative solutions are those that cannot even be
expressed in the current agent's representation
language. These solutions must be provided by expert. They will lead both to an extenson of the
ontology, and to the learning of new rules. As a resut of this learning process, the problem
solving gdtuations that were innovative for the agent gradualy become routing, and those tha
were cregtive, gradudly become inventive, then innovative and ultimately routine.

A very important festure of the mixed-initiative reasoner is that it fulfils multiple roles
supporting doman modeing, leaning and problem solving, depending of the agent's
knowledge. Initidly, when the agent does not have much knowledge, the emphasis is on domain
modeling where most of the problems require “credtive’ or “inventive’ solutions. During this
phase, the plausble ressoner supports the definition of the inventive solutions and the
explanation-based learning of the rules. As the agent learns from the expert, it is increasngly
able to propose routine and innovative solutions. During this phase the plaushble reasoner
supports solution generation and explanation-based rule refinement.

A verdon of this plausble reasoner has been implemented in Disciple-COA, which has been
developed as pat of the DARPA’s High Performance Knowledge Bases program to solve the
Course Of Action chdlenge problem (Tecuci, Boicu et a. 2000), and has been evauated in two
intendve dudies. The firda was a two week annud DARPA evduation where Disciple-COA
demondrated a very high rate of knowledge acquistion and the best problem solving
performance among dl the developed COA critiquers. The second study was a one week
knowledge acquidtion experiment a the US Army Batle Command Batle Lab which
demondrated that domain experts that do not have knowledge engineering experience can
quickly be trained to extend the knowledge base of Disciple-COA.

In summary, this mixed-initiative reesoner dlows the achievement of severd leves of
synergism between the expert that has the knowledge to be formalized and the agent thet is able
to formdize it. At the highest leved there is the synergism in solving complex problems, where
the agent contributes routine and innovative problem solving steps and the expert contributes
inventive and credtive ones. At the next levd down, there is the synergism between teaching and
learning, where the expert helps the agent to understand the problem solving steps contributed by
him or her, and the agent learns generd problem solving rules that will dlow it to apply smilar
deps in future problem solving sStuations Findly, a the lowest levd, there is the synergism
between different learning drategies employed by the agent to learn from the expert in Stuations
in which no angle strategy learning method would be sufficient.
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Figure 1: Types of solutions generated through
mixed-initiative reasoning
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